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Abstract. Optimal scheduling of real-time tasks on multiprocessor systems is

known to be computationally intractable for large task sets. Any practical schedul-
ing algorithm for assign real-time tasks to a multiprocessor system presents a trade-

off between its computational complexity and its performance. In this work, we give

in this paper a survey on the execution time and performance of these algorithms,
structuring this work in two steps. In the first step, we simulate their execution to

obtain their performance and the execution time of four algorithms, using a low
number of tasks. After these results were extrapolated to obtain the execution time
that it would take for a bigger number of tasks than the simulated. In the second
step, we chose two algorithms for partitioned its and executing on a shared memory

system using Pthreads and on a distributed memory system employing Parallel Vir-
tual Machine and Message Passing Interface tools.

1 Introduction

There are two strategies for real-time tasks scheduling on a multiprocessor system. In a
Global scheme each occurrence of a real-time task may be executed on a different proces-

sor. In contrast, a partitioning scheme enforces that all occurrences of a particular task are

executed on the same processor. Among the two methods, the partitioned method has
received the most attention in the research literature. The main reason for this is that the

partitioned method can easily be used to guarantee run-time performance (in terms of

schedulability). Dhall and Liu in [1], two heuristic assignment schemes are proposed,
referred to as the RMNF (Rate Monotonic Next-Fit) and the RMFF (Rate Monotonic

First-Fit). The schemes are based on the next-fit and first-fit bin-packing heuristic, respec-
tively. In both schemes, tasks are sorted in no decreasing order according of their periods

before the assignment is started. The FFDUF (First-Fit Decreasing-Utilization Factor)
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In the second part of this work, two algorithms were chosen whose performance was
much better than the other ones. The RMST and RMGT algorithms were partitioned for
shared memory using threads and for distributed memory using PVM and MPI tools.
The final comparison of results shows us that when obtaining the approximate poly-

nomials they give very near results to the obtained in experimental form, for what, the

results were presented for a large number of tasks that not this very far from the reality.
On the other hand, to the partitioned two algorithms the results were obtained that we
were expected, that is, for the threads from 4 to 8 threads, the execution time vary very
little besides were compared with the obtained in PVM and MPI. Using threads presents a

better execution time than in PVM and MPI, because to execution time we need to add

the communication time, implicit in a distributed system.
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